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Abstract. We have developed a fast and efficient one di-
mensional method to calculate the development of extensive
air showers. This method allows us to simulate ultra-high
energy showers with very high statistics. It is based on pre-
calculated pion induced showers and a bootstrap technique,
accounting for fluctuations in the electromagnetic and muonic
components. As a first application of this code we consider
in detail the longitudinal shower development and the num-
ber of muons at observation level as predicted by different
hadronic interaction models. The relation between the var-
ious assumptions in modeling hadron production, in partic-
ular its extrapolation to ultra-high energy, and extensive air
shower observables is discussed.

1 Introduction

One of the main sources of uncertainty in understanding the
behavior of extensive air showers (EAS) arises from the model
of high energy hadronic interactions. Different hadronic mod-
els predict in fact different, and at times contradicting dis-
tributions for the values of important observable quantities
(such asXmax, the position of the maximum of the longitu-
dinal development, orSmax, the size at the maximum) for a
set of showers generated by primary particles of a fixed type,
energy and zenith angle. The prediction of the average val-
ues, but also of the fluctuations and the correlations between
observable quantities is essential for the interpretation of the
experimental data.

Once a model of the hadronic interactions has been for-
mulated, it remains a technical but nonetheless very difficult
problem: the calculation (according to the chosen model)
of the gigantic showers that corresponds to the highest en-
ergy cosmic rays. The widely used solution is the simula-
tion of EAS employing ‘thinning’ techniques as suggested
by Hillas (Hillas, 1981, 1997), which provides an excellent
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way to estimate detectable signals and to compute the av-
erage value of the observables. To keep the complexity of
the problem at an affordable level, interactions, propagation
and decay are simulated only for a representative number of
EAS particles. The ignored particles are taken into account
by increasing the statistical weight of the former ones corre-
spondingly. There may be, however, some problems with the
representation of the shower fluctuations even at very high
(10−5, 10−6) levels of thinning.

Another method for calculating EAS characteristics and
their dependence on hadronic interactions is that of solving
coupled cascade equations (see (Gaisser, 1990) and Refs.
therein). Being based on parametrizations of mean particle
yields and decay distributions, this method can only be used
for computing average values of observables.

In this paper we explore a different way of calculating the
air shower development - an efficient one-dimensional hybrid
calculation of the electromagnetic and muon component of
EAS. It involves a full Monte Carlo simulation of the high
energy part of the cascade (above a certain energy cutoff)
in combination with a library of presimulated pion-initiated
showers (Gaisseret al., 1997).

2 A hybrid simulation technique

The fundamental idea at the basis of our approach is that fluc-
tuations in the properties of a shower are determined by fluc-
tuations in the early part of its development. This can be
understood noting that the fluctuations in the development
of low energy subshowers have little impact because of the
very large number of such subshowers. The distribution of
shower properties can then be calculated studying in detail
the initial part of the shower, tracing exactly all particles with
E > f E0 (whereE0 is the primary energy andf is an appro-
priate fraction of it: in the following we will usef = 0.01)
and then superimposing sub–showers, corresponding to all
the sub–cutoff particles, described according to appropriate
parametrizations that give the correct average behavior also
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including some appropriate fluctuations. This method allows
naturally to “bootstrap” itself to higher and higher energy,
because the results for showers of energyE0 can then be
used to calculate the development of showers of higher en-
ergyE1 > E0, and so on recursively. Although we do not
need to account for the sub-PeV pion shower fluctuations for
the calculation of 100 EeV showers, we parametrize the fluc-
tuations in the whole energy range to be able to calculate
correctly showers that could be simulated with direct Monte
Carlo, and check and normalize the bootstrap procedure.

The calculation we present has been done for a single in-
cident zenith angle of45o. Nucleon initiated subthreshold
showers have not been presimulated and hence nucleons are
followed explicitly in the Monte Carlo down to the particle
production threshold. Electromagnetic showers are modeled
with a full screening electromagnetic Monte Carlo in com-
bination with a modified Greisen parametrization. Photopro-
duction of hadrons is included in the Monte Carlo but not
the Landau-Pomeranchuk-Migdal effect. When building the
library we have accounted for fluctuations in the main ob-
servables describing the behavior of the longitudinal devel-
opment of the subthreshold showers namely:Smax, the max-
imum number ofe− + e+ in the shower;Xmax, the depth
at which the maximum of the shower occurs andNobs

µ , the
number of muons at observation level with energies above
0.3, 1, 3, 10 and 30 GeV.

−0.28 −0.24 −0.20 −0.16 −0.12 −0.08
log10 (Smax/Eo) (GeV)

−1

2.75

2.80

2.85

2.90

2.95

3.00

lo
g 10

 X
m

ax
 (

g/
cm

2 )

Primary Pion  Eo=1x10
18

eV  θ=45
o

Fig. 1. The correlation betweenlog10Xmax andlog10Smax for the
generated library of pion induced showers ofE◦ = 1018 eV initi-
ated atX◦ = 5 g/cm2.

The first step in the calculation of hadron initiated showers
at high energies is to create a library of pion induced showers.
We have simulated pion interactions at atmospheric depths
X0 of 5, 50, 100, 200, 500 and 800g/cm2. There is no
noticeable difference between the longitudinal development
of the electromagnetic and muonic longitudinal profiles of
showers initiated deeper than 500g/cm2, however we have
simulated showers initiated at 800g/cm2 to properly account
for the number of muons at sea level, since we have cho-
sen not to parametrize their longitudinal profile which is de-
pendent on the muon energy threshold. 10,000 (5,000) pion

showers were fully simulated for each interaction depth at
energiesE0 from 10 GeV to 300 GeV (from 1 TeV to 100
TeV), 2 energies per decade. For each energy and depth we
obtain the distributions ofXmax andSmax, the correlation
between them, the distributions ofNobs

µ with energies above
the thresholds indicated above, and the slope of the muon
longitudinal profile between1000 g/cm2 and sea level. We
parametrize the subthreshold meson induced showers using
a slightly modified version of the well-known Gaisser-Hillas
function that gives the number ofe− + e+ at atmospheric
depthX, Gaisser (1990):

SGH(X) = Smax

(
X −X0

Xmax −X0

)(X−Xmax)/λ(X)

× exp
[
− (X −Xmax)

λ(X)

]
(1)

whereλ(X) = λ0 + bX + cX2 andλ0, b andc are taken as
parameters.X0 is the depth at which the first pion interac-
tion occurs. Instead of using the average values of the differ-
ent observables to generate subthreshold meson showers of a
certain energy, we sample their values from their correspond-
ing presimulated distributions. This procedure accounts for
the fluctuations in the low energy subshowers.

Fig. 1 shows the correlation betweenXmax andSmax for
109 GeV pion showers initiated at atmospheric depth ofX◦=5
g/cm2. The correct representation of this correlation is cru-
cial for the successful shower modeling.

We extend the library from 100 TeV to pion energies as
high as 3 EeV using a recursive (bootstrap) technique with
the following energy thresholds:Emes

thr = E0/100 for the
meson initiated subthreshold showers;Eem

thr = E0/100 for
the electromagnetic subthreshold showers andEN

thr = mN ∼
1 GeV for protons and neutrons. We have created libraries
for the interaction models SIBYLL, versions 1.7 (Fletcheret
al., 1994) and 2.1 (Engelet al., 1999, 2001), and QGSJET
(Kalmykovet al., 1997).

To ensure the consistency of our simulation approach, we
have compared full simulations of pion showers to simula-
tions within the hybrid approach for the same initial energy
and depth using several energy thresholds. We find a good
agreement between them in both the average values of the
different observables and their fluctuations with differences
which are typically less than5%. We believe the discrep-
ancies come mainly from the representation of the intrinsic
fluctuations in the shower development and the interpolation
in energy and depth that we have to do. These comparisons
also show a remarkable stability of the code under changes
of the energy threshold, from which we conclude that the pri-
mary to threshold energy ratios we have used are sufficient to
achieve a good description of the nucleon initiated showers.

3 Results for proton-initiated showers

TheXmax quantity is measured by fluorescence and Cherenkov
light detectors in several experiments. It is a crucial shower
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parameter which statistically reveals the type of primary par-
ticle and which is of significant importance for the energy de-
termination by air shower detectors. Fig. 2 shows the average
Xmax of proton showers calculated by our method (lines) and
the well tested CORSIKA code (symbols, Hecket al.(1998))
as predicted by the QGSJET and SIBYLL interaction mod-
els. The depths are measured along the shower trajectory.
The results from CORSIKA are from Heck (2001) and Pryke
(2001). At each energy we simulated 5,000 proton showers,
while all points generated by CORSIKA represent 500 show-
ers using the thinning procedure. The energy dependence of
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Fig. 2. Average depth of maximum〈Xmax〉 of proton showers as
a function of primary energy generated by our one dimensional
method and CORSIKA code using different hadronic interaction
models. The top panel shows the corresponding sigma values.

Xmax reflects the features of the hadronic interaction model.
The new SIBYLL 2.1 model predicts a decrease ofXmax by
∼ 25 g/cm2 compared to the older 1.7 version. The QGSJET
model produces still lower values forXmax than SIBYLL.
The difference is evident, although it is not large, in com-
parison with the 1.6 and 1.7 versions of SIBYLL, being of
the order of 29 g/cm2 at 1 PeV and 36 g/cm2 above 10 EeV.
This is due to the much higher multiplicity of charged and
neutral hadrons, and the lower elasticity (fractional energy
of the most energetic secondary particle) produced by the
QGSJET model. These features are responsible for the ac-
celerated shower development in the atmosphere. The top
panel of fig. 2 shows the standard deviation values ofXmax,
varying from∼ 19% at 1014eV to∼ 5% at 3×1020eV. As
expected theσ values decrease with increasing shower en-
ergy because of the decreasing proton interaction length and
the increase of secondary particles produced in the first inter-
actions. The values ofXmax andσ calculated by both codes
for the same models are in good agreement.

Fig. 3 shows the depth of maximum distribution for 5,000
primary proton showers at 1 PeV and 1 EeV calculated with

our method using SIBYLL and QGSJET. At 1 PeV SIBYLL
2.1 and QGSJET are in good agreement:〈XSib21

max 〉=570, and
〈XQGS

max 〉=567 with SIBYLL 1.7 having〈XSib17
max 〉 = 596, (all

in g/cm2). At 1 EeV, QGSJET shows a slight shift towards
earlier shower development mainly when compared with the
SIBYLL 1.7 distribution (〈XSib17

max 〉 = 763, 〈XSib21
max 〉 =

743, and〈XQGS
max 〉 = 732, all in g/cm2).
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Fig. 3. Depth of maximum distributiondN/dXmax. Results are
for 5,000 primary proton showers of energies1 × 1015eV and
1 × 1018eV calculated by our method using SIBYLL (1.7 and 2.1
versions) and QGSJET (1999 version) hadronic models.

Fig. 4 shows the distribution of the number of muons with
energy greater than 3 GeV at sea level for the different hadronic
models. Each histogram represents 5,000 showers generated
with different meson energy threshold. The bottom panel of
fig. 4 (a) shows the results predicted by SIBYLL 1.7; the
middle panel (b) shows the results predicted by SIBYLL 2.1;
and the top panel shows the results obtained using QGSJET99
model.

The hybrid simulation program is still not free of biases. In
figure 4, the average number of muons at sea level, obtained
when the meson energy threshold is 100 times smaller than
the primary energy, is∼ 4% bigger than the full simulated
events for SIBYLL 1.7 (a),∼ 7% for SIBYLL 2.1 (b), and
∼ 5% for QGSJET. Although this systematic shift is not very
significant, it has been investigated and shown to be energy
independent. The differences in fig. 4 come mostly from the
interpolation procedure inherent to the hybrid approach.

Apart from these shifts, the fluctuations in the muon num-
ber in the air showers are fairly well represented. The width
of each histogram in figure 4, withEth = E◦/100 (full
simulation), calculated with SIBYLL 1.7, SIBYLL 2.1, and
QGSJET are, respectively, 91 (85), 94 (87), and 97 (93).
One could see in fig. 4 that the average number of muons
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is higher, and its distribution wider, when calculated with
QGSJET than in the distributions calculated with SIBYLL
1.7 and 2.1. This is a consequence of the higher multiplic-
ity and multiplicity fluctuations in QGSJET. The difference
in the averages between QGSJET and SIBYLL 2.1 is∼ 7%
while it becomes larger between QGSJET and SIBYLL 1.7,
∼ 17%.

0
�

2000
�

4000
�

6000
�

8000
�

Nµ
Eth=3GeV

0

100

200

300

400

dN
/d

Ν
µE

th
=

3G
eV

E
�

th=Eo/100
Direct

�

0

100

200

300

400

dN
/d

N
µE

th
=

3G
eV

E
�

th=Eo/100
Direct

�

0
�

2000
�

4000
�

6000
�

8000
�

0

100

200

300

400

dN
/d

N
µE

th
=

3G
eV

E
�

th=Eo/100
Direct

�

SIBYLL 1.7

SIBYLL 2.1

Primary Proton
Eo=1x10

15
eV

QGSJet 99

(c)

(b)

(a)

Fig. 4. Number of muons distributiondN/dNµ. Results are shown
for 5,000 primary proton showers of energy1× 1015 eV calculated
with our method. The solid line represents showers with meson
energy threshold 100 times below the total primary energy. The
dotted line represents fully simulated showers.

Fig. 5 illustrates the difference in the average number of
muons at sea level predicted by the three models. The values
in fig. 5 have been normalized to the primary energy. The
difference in the bottom panel between the QGSJET and the
SIBYLL 2.1 is∼ 6% at 10 PeV and∼ 18% at 10 EeV while
the difference between the QGSJET and the SIBYLL 1.7 is
∼ 20% at 10 PeV and∼ 35% at 10 EeV.

4 Discussion

We discussed a hybrid shower simulation technique that al-
lows the creation of big enough shower libraries to study the
shower fluctuations predicted by different hadronic interac-
tion models. We have demonstrated that in most cases this
technique represents well the average shower parameters and
their fluctuations. The current code introduces shifts of order
5% in the calculated number of muons, when compared to a
direct simulation. Such shifts will be further investigated and
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Fig. 5. Number of muons at sea level with energy above 3 GeV. The
numbers have been normalized to primary energy. The top panel
shows the statistical errors.

corrected in the near future.
We plan to build shower libraries that will lets us simu-

late air showers in a wide angular range for several hadronic
interaction models. We will then be able to help the inter-
pretation of the current and future experimental data on ultra
high energy cosmic ray showers.
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