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Abstract. We have developed a numerical scheme that incor-
porates a self-consistent cosmic-ray (CR hereafter) injection
model into the combined gas dynamics and CR diffusion-
convection code. Our hydro/CR code is designed to follow
in a very cost-effective way the evolution of CR modified
shocks by adopting subzone shock-tracking and multi-level
adaptive mesh refinement techniques. The injection model
is based on recent calculations of Malkov (1998) that con-
sidered the interactions of the suprathermal particles with
self-generated MHD waves in quasi-parallel shocks. In this
model, the particle injection is realized by filtering the diffu-
sive flux of suprathermal particles across the shock to the up-
stream region according to a velocity-dependent transparency
function, which represents the fraction of leaking particles.
Thus, with this new code, we can eliminate a need to assume
an injection rate as a free parameter. We have studied the
CR injection and acceleration efficiencies for a wide range
of shock Mach numbers and will discuss the preliminary re-
sults.

1 Introduction

According to quasi-linear theory as well as plasma simu-
lations of strong quasi-parallel shocks, the streaming mo-
tion of the CR particles against the background fluid can in-
duce wave generation via the cyclotron resonance leading to
strong MHD waves that scatter particles and prevent them
from leaking upstream (e.g., Bell 1978;Quest 1988). Hence
only a small fraction of suprathermal particles can swim up-
stream against the wave-particle interactions and be injected
into the CR population. This so-called “thermal leakage” in-
jection process is important to reaching an understanding of
the efficiency of diffusive shock acceleration (DSA) of the
CRs. Malkov (1998) presented a self-consistent, analytic,
nonlinear calculations for ion injection based on this pro-
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cess. The resulting theory has only one parameter; namely,
the intensity of the downstream waves, and that is tightly re-
stricted, both by the theory and by comparison with hybrid
plasma simulations. By adopting Malkov’s analytic solution,
a numerical treatment of this injection model has been de-
vised and incorporated into the combined gas dynamics and
the CR diffusion-convection code (Gieseler et al., 2000). Ac-
cording to the Gieseler et al. (2000) simulations, the injec-
tion process seems to be self-regulated in such a way that
the injection rate reaches and stays at a nearly stable value
after quick initial adjustment, but well before the CR shock
reaches a steady state structure. They found that about10−3

of incoming thermal particles are injected into the CRs, roughly
independent of Mach numbers. Due to severe computational
requirement, however, their simulations were carried out only
until the maximum momentum of(pmax/mpc) ∼ 1 was
achieved. Since strong shocks are still evolving at the end
of the simulations, the time asymptotic limit could not be es-
timated for either the CR acceleration efficiency or the CR
spectrum.

The diffusion-convection equation for nonlinear DSA in-
cludes an extremely wide range of length scales for a Bohm
type diffusion where scattering length is proportional to the
particle momentum. Since the length and time scales for
evolution of the CR kinetic equation scale directly with the
diffusion coefficient, an accurate solution to the problem re-
quires that one include all of those scales in the simulation,
beginning just outside the gas subshock thickness. Thus we
have developed a new CR shock code that can perform ki-
netic simulations with a strong momentum-dependent diffu-
sion in a very cost-effect way (Kang et al. 2001). This code
uses sub-zone shock tracking (LeVeque and Shyue, 1995)
and multi-level adaptive mesh refinement techniques (Berger
and LeVeque, 1998) to provide enhanced spatial resolution
around shocks at modest cost compared to the coarse grid
and vastly improved cost effectiveness compared to a uni-
form, highly refined grid.

The numerical method for the self-consistent injection model
of Gieseler et al. (2000) has been implemented into this
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Fig. 1. Structure ofM = 30 shock att/to = 0 (dotted), 10
(dashed) and 20 (solid line). Five levels of refinements (lmax = 5)
were used.

CR/AMR code. With our new code we have calculated the
CR injection and acceleration efficiency for shocks of differ-
ent Mach numbers. In the present contribution we report the
preliminary results.

2 CR/AMR hydrodynamics code

In order to follow accurately the evolution of a CR modi-
fied shock, it is necessary to resolve the precursor structure
upstream of the subshock and, at the same time, to solve cor-
rectly the diffusion of the low energy particles near the in-
jection pool. So a large dynamic range of resolved scales is
required for CR shock simulations. To solve this problem
generally we have successfully combined a powerful “Adap-
tive Mesh Refinement” (AMR) technique (Berger and LeV-
eque, 1998) and a “shock tracking” technique (LeVeque and
Shyue, 1995), and implemented them into a hydro/CR code
based on the wave-propagation method (Kang et al., 2001).
The AMR technique allows us to “zoom in” inside the pre-
cursor structure with a hierarchy of small, refined grid lev-
els applied around the shock. The shock tracking technique
tracks hydrodynamical shocks within regular zones and main-
tains them as true discontinuities, thus allowing us to refine
the region around the shock at an arbitrary level. The result
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Fig. 2. Distribution functiong = p4f at t/to = 0 (dotted), 1.2
(long dashed), 10 (dashed), and 20 (solid line) forM = 30 and
ε = 0.3. The transparency function is shown att/to = 0 (dotted
line) and 20 (solid line).

is an enormous savings in both computational time and data
storage over what would be required to solve the problem
using more traditional methods on a single fine grid. It can
provide a powerful numerical tool to study the CR injection
and acceleration at astrophysical shocks.

3 Injection Model

In “thermal leakage” injection model, most of downstream
thermal protons would be confined by the waves and only
particles with higher velocity in the tail of the Maxwellian
distribution are able to leak through the shock. In order to
include self-consistently the injection of the CR protons ac-
cording to the analytic solution of Malkov (1998), we have
adopted the “transparency function”τesc(v, u2), which ex-
presses the probability that supra-thermal particles at a given
velocity can leak upstream through the magnetic waves, based
on non-linear particle interactions with self-generated waves.
In this scheme, the transparency function is approximated by

τesc(v, u2) = H [ṽ − (1 + ε)]
(

1− u2

v

)−1
(

1− 1
ṽ

)
· exp

{
− [ṽ − (1 + ε)]−2

}
, (1)
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which depends on the shock speed in downstream flow frame,
u2, particle speed,v, and the inverse wave-amplitude param-
eter,ε. Here ṽ = ε v/u2 is the normalized particle veloc-
ity. The only free parameter of this model is rather well con-
strained, since0.3 <∼ ε <∼ 0.4 for strong shocks (Malkov and
Völk, 1998). Due to the exponential cut off in a thermal ve-
locity distribution, however, the injection rate depends rather
sensitively on the value ofε. We refer to particles populat-
ing the velocity range where∂τesc/∂p 6= 0 as an “injection
pool”. A proportion of the particles in the injection pool just
above the Maxwellian tail can leak upstream and participate
in Fermi acceleration.

Thus, in the new CR/AMR code the diffusive flux of supra-
thermal particles across the shock to the upstream region is
filtered by the transparency function so that the probability
for leakage is zero below the injection pool, then increases to
unity above the injection pool. The rate of particles injected
into the Fermi process is then proportional to the convolution
of ∂τesc/∂p with f(p) of Maxwellian tail.

4 Results

Following Gieseler et al. (2000), we adopt the following def-
initions for the injection and acceleration efficiencies. The
fraction of particles that has been swept through the shock
after the timet, and then injected into the CR distribution is
given by

ξ(t) =
∫

dx
∫
fcr(p, x, t)d3p
n1u1 t

(2)

wherefcr is the CR distribution function andn1u1 is the
particle number flux far upstream. The fraction of initial total
energy flux through the shock that is transferred to CRs is
given by

η(t) =
γc(t)
γc(t)−1ud(t)Pc(t)

1
2ρdu3

d + γg
γg−1udPg,d

, (3)

whereud is the initial downstream plasma velocity in the
upstream rest frame.

The dynamics of the CR modified shock depends on four
parameters: the gas adiabatic index,γg = 5/3, gas Mach
number of the shock,M = Vs/cs, β = uo/c, and the dif-
fusion coefficient,κ. Hereuo is the velocity normalization
constant corresponding the upstream flow velocity. For all
simulations we present hereuo =5000 kms−1. We assume
a Bohm type diffusion coefficient,κB = κop

2/(p2 + 1)1/2,
wherep is expressed in units ofmpc. The length and the
time variables scale withκo through the diffusion length and
time defined asro = κo/uo andto = κo/u

2
o. Thus we do

not need to choose a specific value forκo, as long as we
adoptro andto as normalization constants. We considered
five values for Mach number,M = 3, 5, 10, 20, and 30 for
the initial shock jump by adjusting the preshock gas pressure.
The initial jump conditions in the rest frame of the shock for
all test problems are:ρ1 = 1, u1 = −1, Pg,1 = 7.5 ×

Fig. 3. Top: Postshock CR pressure in units of ram pressure, Mid-
dle: Acceleration efficiencyη(t), Bottom: Injection efficiencyξ(t)
for M = 3, 5, 10, 20 and 30 shocks for the inverse wave-amplitude
parameter,ε = 0.3.

10−1/(1.25M2 − 0.25) in the upstream region andρ2 = r,
u2 = −1/r,Pg,2 = 7.5×10−1 in downstream region, where
the compression ratio isr = 4M2/(M2 + 3). The simula-
tions were carried out on a base grid with∆x0 = 3.2×10−3

usinglmax = 5 additional grid levels, so∆x5 = 10−4 on the
finest grid. The number of refined cells around the shock is
Nrf = 200 on the base grid and so there are2Nrf = 400
cells on each refined level.

Fig. 1 shows time evolution of the CR modified shock
structure for aM = 30 shock withε = 0.3. This shows
how the precursor grows and the flow structure is modified as
CRs are accelerated. Evolution of the CR distribution func-
tion, at the shock, represented asg = p4f(p) is given for the
same shock in Fig. 2. The transparency function att/to = 0
and 20 is also plotted for reference. Forp/mpc >> 1 the
quantityg is proportional to the partial pressure per unit of
log momentum. Just above the injection pool, the distribu-
tion function changes smoothly from a Maxwell distribution
to an approximate power–law whose index is close to the
test–particle slope. As the postshock temperature decreases
due to energy transfer to CRs, the Maxwell distribution shifts
to lower momenta, but the transparency function shifts only
slightly to lower momenta. The shift in the transparency
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function,τesc(v, u2), is tied to the decrease of the shock ve-
locity u2; i.e., to increased compression, as the precursor
grows more significantly in time. As a result, the injection
rate decreases over time following an initial “start-up” in-
crease when the postshock temperature is high. We note that
the particle distribution does not evolve as a simple power-
law or concave curve, but, instead, it depends on the injection
history.

Fig. 3 shows how the CR pressure at the shock, and the
acceleration/injection efficiencies,η andξ, evolve for shocks
with different Mach numbers when the inverse wave-amplitude
paramterε = 0.3 is adopted. The average value ofη in the
postshock region within a distance(u2t)/2 of the shock is
plotted. While a fraction of particles injected earlier con-
tinue to be accelerated to higher momenta and to add toPc,
the injection rate for new particles decreases as the post-
shock gas cools, resulting in steady values of the postshock
Pc. For all Mach numbers the postshockPc increases un-
til pmax/mpc ∼ 1, and then stays at a steady value after-
wards. So the ratio of the postshock CR pressure to the ram
pressure evolves in these shocks to the range roughly from
0.1 to 0.3. This ratio becomes 0.32 for strong shocks with
M >∼ 20, independent of Mach number. AlthoughPc stays
almost steady for̃t = t/to > 1, the acceleration efficiency
η slowly increases because of decrease ofγc due to increas-
ing dominance of relativistic particles. After the initial ad-
justment period of̃t < 0.05, the injection rate can be fitted
as a power-law form for the shock models considered here,
ξ ∼ 0.01(t̃/0.1)−α for t̃ < 20, where0.2 <∼ α <∼ 0.5 with
larger values for higherM . Injection is slower initially for
lower Mach number shocks, and so the postshock tempera-
ture and injection rate decrease more slowly. According to a
much longer simulations tõt ∼ 1000 but with a lower spa-
tial resolution, the power-law decrease ofξ flattens out later.
General trends shown in Fig. 3, that is, steady values ofPc,
increase ofη, decrease ofξ in time, seem valid in the longer
simulation.

We have also consider the models withε = 0.35. The
main results are similar to the models withε = 0.3, but the
injection rate is slightly higher and so values of postshockPc
are higher by about 18%.

5 Discussion

We have shown through self-consistent numerical simula-
tions that the “thermal leakage” injection process at quasi-
parallel CR shocks is regulated by the convolution of the pop-
ulation in the high energy tail of the Maxwell velocity distri-
bution and the functionτesc(p, u2), so it depends strongly
on the physical properties of the postshock gas, that is, the
postshock flow speed and the gas temperature. Initially the
injection rate increases toξ ∼ 0.01 until t ∼ tacc(pinj), the
acceleration time scale of the injection momenta. Afterwards
it decreases as the postshock gas cools and the Maxwell dis-
tribution shifts to lower momenta due to significant initial en-
ergy transfer to CRs. For stronger shocks the initial injection

rate is higher, so the postshock temperature decreases faster,
resulting in a lower injection rate in later evolution compared
to weaker shocks. The injection rate, defined as the fraction
of the particles passed through the shock that are acceler-
ated to form the CR population, can be fitted as a power-law
form, ξ ∼ 0.01(t̃/0.1)−0.5 up to t̃ ∼ 20 for strong shocks of
M >∼ 20 and the inverse wave-amplitude parameterε = 0.3.

Although our CR/AMR code is much more efficient that
conventional codes, we have so-far integrated our models
only until the maximum momentum reaches about∼ 10mpc,
since computational requirements of using a Bohm type dif-
fusion model are still substantial. However, we expect the
following features to remain valid beyond our simulation time:

1. In the strong shock limit ofM >∼ 20, significant physi-
cal processes such as the injection and acceleration seem
independent of the shock Mach number, while they are
sensitively dependent onM for M <∼ 10.

2. Although some particles injected early in the shock evo-
lution continue to be accelerated to higher energies, the
postshock CR pressure reaches a steady value, because
the injection rate for new particles decreases. For the
M >∼ 20 shock model, this converges to a maximum
conversion factor ofPc ∼ 0.32ρ1u

2
1 for ε = 0.3, where

ρ1u
2
1 is the ram pressure of far upstream flow.

3. In the strong shock limit the shock is significantly mod-
ified, yet not CR dominated, because of the previous
point.

These findings are different from previous perspectives in
which strong shocks can be CR dominated and CRs can ab-
sorb almost all of the ram pressure of shocks under the as-
sumption of constant injection rate. In future studies we will
extend our simulations to much longer times to confirm our
tentative conclusions presented in this work.
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